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Abstract— In the context of motor imagery, electroencephalog-
raphy (EEG) data vary from subject to subject such that the
performance of a classifier trained on data of multiple subjects
from a specific domain typically degrades when applied to a
different subject. While collecting enough samples from each
subject would address this issue, it is often too time-consuming
and impractical. To tackle this problem, we propose a novel
end-to-end deep domain adaptation method to improve the
classification performance on a single subject (target domain)
by taking the useful information from multiple subjects (source
domain) into consideration. Especially, the proposed method
jointly optimizes three modules, including a feature extractor,
a classifier, and a domain discriminator. The feature extractor
learns the discriminative latent features by mapping the raw
EEG signals into a deep representation space. A center loss is
further employed to constrain an invariant feature space and
reduce the intrasubject nonstationarity. Furthermore, the domain
discriminator matches the feature distribution shift between
source and target domains by an adversarial learning strategy.
Finally, based on the consistent deep features from both domains,
the classifier is able to leverage the information from the source
domain and accurately predict the label in the target domain
at the test time. To evaluate our method, we have conducted
extensive experiments on two real public EEG data sets, data
set IIa, and data set IIb of brain–computer interface (BCI)
Competition IV. The experimental results validate the efficacy of
our method. Therefore, our method is promising to reduce the
calibration time for the use of BCI and promote the development
of BCI.

Index Terms— Cross subject, deep neural network (DNN),
domain adaptation, electroencephalography (EEG), motor
imagery (MI).

I. INTRODUCTION

MACHINE learning techniques show great efficiency
to extract discriminative information from electroen-

cephalography (EEG) recordings for mental intention recog-
nition and, therefore, play a critical role in EEG-based
brain–computer interface (BCI). Providing a nonmuscular
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channel of communication between the human brain and
external devices by translating mental intention into control
commands, such BCI systems inspire many promising applica-
tions, including communication, movement, and rehabilitation
for patients [1], [2], as well as entertainment for healthy
people [3].

The deep neural network (DNN), as a subcategory of
machine learning, has achieved impressive progress in com-
puter vision [4], [5] and natural language processing [6].
It has been shown that DNN is well suited for end-to-end
learning without a priori knowledge of the target problem
and is able to scale well to a large data set. However, due
to the special characteristics of EEG signals, DNN is seldom
explored in EEG signal analysis. On the one hand, EEG signals
are generally sample-limited and high-dimensional [7]. DNN
may suffer from a severe overfitting problem with limited
EEG samples since it normally requires a larger amount of
training data than other machine learning methods. On the
other hand, EEG signals have large intersubject variability,
where a subject-independent classifier directly trained on EEG
data from multiple subjects often has poor generalization
capability on a new subject. Therefore, we cannot simply
increase the data size by aggregating the training samples from
multiple subjects and feed them into the DNN models.

Domain adaptation [8] was first explored for domain invari-
ant feature learning in computer vision and has been used
to overcome this bottleneck of poor performance for every
single subject. It is capable to make good use of one specific
domain with enough training data, to effectively extract impor-
tant information or train classifiers adapted to a related but
different domain, where only limited labels, even none, can be
acquired [9]. In the case of EEG data, we refer to the domain
with enough annotated data from multiple subjects as the
source domain and the one with limited annotations or none at
all from the target subject, as the target domain. Until recently,
only a few studies have investigated domain adaptation with
DNN in the context of EEG classification. Sakhavi and
Guan [10] fine-tuned a convolutional neural network (CNN)
pretrained on the source brain signals using target samples
with pseudolabels. However, this would result in overfitting
when fewer target data are available. To handle limited training
data, Li et al. [11] proposed a bihemisphere domain adversarial
neural network (BiDANN) model for emotion recognition that
tackled the marginal distribution shift between training and test
data. After that, the classifier trained from labeled source data
was applied to target data directly. However, the BiDANN is
strongly dependent on the neuroscience findings on emotion
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and cannot be applied to the motor imagery (MI) task, which
is the focus of this article.

To tackle this issue, in this article, we propose a novel end-
to-end neural network model, called deep representation-based
domain adaptation (DRDA), to deal with EEG MI tasks. Our
DRDA model learns the deep feature representation by con-
sidering the marginal and conditional distribution discrepancy
between source and target domains. This is achieved by jointly
optimizing three modules.

1) Feature Extractor: It learns the discriminative MI infor-
mation by mapping the original EEG data into deep
features.

2) Classifier: It predicts the output labels with the extracted
deep features from the feature extractor.

3) Domain Discriminator: It is designed to distinguish
which domain (source or target) the deep features come
from so as to constrain the entire deep feature distribu-
tion to be similar across domains.

In addition, to further leverage the label information, the cen-
ter loss [12] is employed to constrain the invariant feature
mapping in the feature extractor. During training, the para-
meters of feature extractor and classifier are optimized by
minimizing the classification loss and center loss together with
the adversarial loss provided by the domain discriminator,
while the parameters of domain discriminator are updated
by maximizing the adversarial loss. This leads to a process
of adversarial learning between feature extractor and domain
discriminator.

The major contributions of this article can be summarized
as follows.

1) To our best of our knowledge, the proposed DRDA
model is the first work that explores an end-to-end
DNN model with feature space adaptation for MI tasks.
By reducing the distribution discrepancy between related
but different domains, it is able to leverage source
samples to improve the single-subject performance in
the target domain, even with fewer labels available.

2) We propose an efficient combined loss function that
consists of an adversarial loss to reduce the intersubject
discrepancy and a center loss to constrain the intrasub-
ject nonstationarity. Together with the spatial–temporal
network, our model can generate effective and nonhand-
crafted deep representation of EEG patterns that are
discriminative with regard to MI tasks but nondiscrimi-
native with respect to different domains.

3) We extensively evaluate the proposed DRDA model on
two real EEG data sets. The experimental results show
that DRDA achieves state-of-the-art generalization per-
formance in single-trial EEG-based MI tasks. Therefore,
the proposed method has great potential for efficient and
robust EEG-based BCIs.

The rest of this article is organized as follows. In Section II,
we mainly review the relevant studies on deep learning and
domain adaptation used in MI classification. In Section III,
we describe the proposed model in detail. The experiments
and their results are presented and discussed in Section IV.
Finally, Section V concludes this study.

II. RELATED WORKS

The conventional common spatial pattern (CSP)
method [13] and its various extensions [14], [15] have
achieved promising results. The conventional CSP employs a
single fixed frequency band to compute the optimal spatial
filter such that the ratio of the filtered variance between
two categories is maximized (or minimized). Similar to
CSP, the filter bank CSP (FBCSP) [16] decomposes the
fixed frequency into multiple nonoverlapped subbands
and stacks the CSP features in each band. To reduce the
computational burden in FBCSP, the discriminative filter band
CSP (DFBCSP) [17] employs Fisher’s ratio of the spectral
power to select the most discriminative frequency bands.
However, the extracted matrix-form features are stacked into
vectors and fed to a support vector machine (SVM) or a
linear discriminant analysis (LDA) classifier, which would
inevitably destroy the latent structural information within the
raw EEG data. To address this issue, modern matrix-form
classifiers have been developed to preserve and leverage
the structural correlation by introducing certain constraints
on the regression matrix [18]. Zhou and Li [19] proposed
a novel model to regularize the rank of logistic regression
by the nuclear norm. Luo et al. [20] investigated a spectral
elastic net regularization and proposed a support matrix
machine (SMM) model. Based on SMM, Zheng et al. [21]
proposed a sparse SMM model (SSMM) to simultaneously
consider low-rank structural information and feature
selection, which further improved the EEG classification
performance.

Recently, DNN methods have been investigated in EEG
classification tasks [22]. For instance, Kumar et al. [23]
employed a multilayer perceptron (MLP) to replace the com-
monly used classifiers, such as SVM, while keeping the CSP
feature extraction mechanism. Yang et al. [24] extracted aug-
mented CSP features from varying frequency bands and then
fed into CNN for further feature learning and classification.
Sakhavi et al. [25] proposed a channelwise convolution with
channel mixing (C2CM) model to classify the temporal–spatial
features based on FBCSP. Bashivan et al. [26] converted the
EEG time series into spectral topography images by short-time
Fourier transform (STFT) and then employed CNN to classify
the transformed EEG images. Similarly, Tabar et al. [27] used
2-D time–frequency EEG maps generated by STFT as input
to a CNN with a stacked autoencoder (SAE) for classification.
The aforementioned neural network methods still involve
preprocessing, such as specialized feature extraction or STFT
for image mapping. In this regard, several studies explored
end-to-end network models for EEG feature extraction and
classification. For example, Tang et al. [28] employed a
CNN architecture with several 1-D convolutional layers for
raw EEG data. Schirrmeister et al. [29] proposed a deep
CovNet model using separated temporal and spatial filters
and achieved performance as competitive as the widely used
FBCSP. Wang et al. [30] discussed different models on MI
tasks with the input of signals in the frequency domain. They
found that CNN achieved the best performance and was proven
to be robust for offline analysis. She et al. [31] proposed
a semisupervised version of the extreme learning machine,
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which could utilize both labeled and unlabeled data to increase
the classification accuracy.

However, it is difficult to collect enough EEG samples
to train the deep models with hundreds of thousands of
parameters. A classifier trained on pooled data from multiple
subjects generally leads to poor performance since the EEG
patterns vary from subject to subject [32]. To address this
issue, domain adaptation has been applied to either adapt
the features/classifier from the source domain to the target
domain or extract common features that are robust for dif-
ferent domains [9]. Based on the shallow version of [29],
Dose et al. [33] introduced subject-specific adaptation to
improve the performance of a single subject. Sakhavi and
Guan [10] trained a CNN model on the FBCSP features from
multiple subjects and then transferred the model parameters
by fine-tuning on the new subject’s data. Raza et al. [34]
presented a covariate shift-detection (CSD) method and
retrained the classifier once the convariate shifts were detected.
Samek et al. [35] constructed an invariant subspace for CSP
features by removing the principal nonstationary subspace.
Similarly, Song et al. [36] developed an adaptive CSP method
to classify EEG data from multisubjects, which updated the
spatial filters for the target domain during classification.
Jeon et al. [37] proposed an adaptation approach by using
samples of the other subjects. They first selected a source
subject whose signal power spectral density was similar to the
target one and trained the model with both selected and target
subjects. The classifiers for the source and target domains
were adaptively trained with a gradient reversal layer unit.
A weighted transfer method was proposed in [38], where a
classification model was trained on the target data with the
cross-entropy loss. Besides, a regularization loss was proposed
under the assumption that there was common information
across the subjects. The feature distribution similarity between
the source and target subjects was employed to weight the
regularization of different source subjects in the loss term.
He and Wu [39] proposed a data alignment framework in the
Euclidean space, where the covariance matrices were aligned
between different subjects and could be used as features for
classification. Different from those approaches that adapt the
spatial filters or the established classifiers from the source
domain to the target domain, we seek invariant deep represen-
tations between source and target domains with an adversarial
learning process.

III. METHOD

In this section, we first briefly introduce the notations and
definitions that are used later in this work. Then, we give an
overview of the architecture of our method and illustrate the
proposed method in detail.

A domain D consists of a feature space X and a marginal
probability distribution P(X), where X = {xi}N

i=1 ∈ X
and N is the sample size. Given a specific domain, a task
T represents a label space Y and an objective function,
which also refers to a conditional probability P(Y |X) from a
probabilistic view. In general, P(Y |X) can be learned from the
labeled data {(xi , yi)}N

i=1 in a supervised manner. In the context
of EEG-based MI, we assume that there are two different

but related domains, namely, the target domain Dt and the
source domain Ds . Especially, each time, we let {(x t

i , yt
i )}Nt

i=1
represent Nt trials of EEG series from a single subject as target
data and {xs

j , ys
j}Ns

j=1 denote the labeled data of Ns samples
from the other subjects, where x t

i ∼ Dt , xs
j ∼ Ds ∈ R

C×T

denote the i th and j th trials of EEG data collected from
C electrode channels and T time points in the target and
source domains, respectively, and yt

i , ys
j ∈ {1, . . . , cls} denote

the corresponding i th and j th labels, respectively, of cls
categories. Then, our goal is to learn a model M such that
the task of P(Y t |Xt ) obtains higher accuracy when given the
EEG signals x̂ t from the target subject at test time.

To achieve this goal, this work proposes a novel
deep representation-based domain adaptation model, namely,
DRDA, to leverage the useful information from both Ds and
Dt and finally improves the prediction performance in Dt . The
main idea is to learn a shared feature space across domains
via adversarial learning such that the important information
within the raw EEG series can be easily extracted and decoded
without complicated preprocessing. To implement this idea,
DRDA is formulated as a combination of a feature extractor,
a domain discriminator, and a classifier, resulting in the overall
architecture in Fig. 1(a). First, the feature extractor involving
temporal–spatial convolutional operators is engaged to learn
the deep feature representations for EEG series. Intuitively,
such features are drawn from different distributions for source
and target domains since the marginal distribution discrepancy
of the raw data is tremendous between different domains. In
this way, it is quite difficult to simultaneously leverage the use-
ful information from source features and target features to train
the classifier. To address this issue, the domain discriminator
is employed to narrow the feature’s distribution discrepancy
between the source domain and the target domain in the
deep representation space. To further learn the discriminative
features, we also introduce the center loss to reduce the
nonstationarity in the target domain, which pushes away the
features from different categories while pulling closer the
features belonging to the same class. Then, the deep features
learned from both domains can be used to train the classifier.
At the test time, as shown in Fig. 1(b), the combination of
the feature extractor and the classifier forms an end-to-end
deep learning model, which directly predicts the MI label from
the EEG input. In what follows, we will introduce the whole
process of our approach, including the preprocessing step,
the end-to-end network architecture, and the loss functions.

A. Preprocessing

Different from conventional methods [13], [15], [16], [25],
which depend on complicated preprocessing procedures for
feature extraction, our method learns the deep representation
features with the feature extractor module. Given the raw
EEG series, only the bandpass filtering and standardization
are required to process the data before fed into our model.
Overall, the minimal preprocessing without any handcrafted
feature design provides a concise and flexible pipeline.

1) Bandpass Filtering: Based on [25], a third-order
Butter-worth bandpass filter is employed to filter out the
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Fig. 1. Architecture of the proposed DRDA method. (a) Training phase of our model. (b) Test phase of our model.

artifacts and disentangle sensorimotor rhythms. In this work,
the raw EEG signals are bandpass filtered to [4, 38] Hz.

2) Exponential Moving Standardization: To reduce the non-
stationarity and fluctuations, the electrodewise exponential
moving standardization is performed to standardize the band-
pass filtered data. The standardization can be formulated as

x ′
k = xk − μk√

σ 2
k

(1)

where x ′
k and xk denote the standardized and input signal at

time k, respectively. μk and σ 2
k are the exponential moving

mean and variance values calculated as

μk = (1 − α)xk + αμk−1 (2)

σ 2
k = (1 − α)(xk − μk)

2 + ασ 2
k−1 (3)

where α denotes the decay factor and is set to be 0.999. In
the beginning, we set μ0 and σ 2

0 to be the mean value and
variance of each electrode in a trial. For each time point k,
the signal xk is standardized by data from the past, which
eliminates the occasional motion of the signal and preserves
the trend of each trial. Note that the preprocessing operations
are trial-independent, so it is applicable for an online BCI.

B. Network Architecture

As shown in Fig. 1(a), at the training step, the proposed
model consists of three components, including a feature extrac-
tor, a classifier, and a domain discriminator. We first adopt a
Siamese-like structure to take advantage of data from both
domains. Namely, the feature extractor and classifier share

their weights for both Ds and Dt . However, the features
learned are different between source and target domains due
to the marginal distribution shift caused by fatigue or dis-
traction of subjects during signal collection. To reduce the
marginal distribution shift, a domain discriminator is employed
to constrain the learned features from Ds and Dt to be as
close as possible. Therefore, different from the conventional
methods, the proposed method is able to make good use of the
pooled data from other subjects (source domain) to improve
the single-subject (target domain) performance.

1) Feature Extractor: The input 2-D EEG data x ∈ R
C×T

are often associated with a large size in the temporal dimension
and contains full of temporal–spatial structural information [7].
Thus, we cannot simply treat the EEG series as a special
kind of natural images and directly perform 2-D convolutional
operations to explore the temporal information. Inspired by
the success of FBCSP [40], which used bandpass and CSP
spatial filtering steps for temporal–spatial transformations, we
split the 2-D convolution into two 1-D convolution operations
for EEG classification. Especially, the first two layers of
the feature extractor are composed of two 1-D convolutional
layers to learn the temporal and spatial feature representations,
respectively. For temporal convolution, a kernel size of 25 is
applied to deal with the continuous and extensive series. It
is much larger than the one that is usually used (3 × 3) in
image classification task [5], allowing for a larger range of
temporal transformations in this layer. For spatial convolution,
a kernel size of the same number of electrode channels C
is engaged to fuse the spatial information from all input
electrodes. This operation fuses the spatial information from
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TABLE I

MODEL PARAMETERS OF THE FEATURE EXTRACTOR AND CLASSIFIER,
WHERE C IS THE NUMBER OF ELECTRODES AND CLS INDICATES

THE NUMBER OF CLASSES

different electrodes to the features of a single electrode.
Afterward, an average pooling layer of size 75 is applied
to avoid overfitting and learn the invariant features. Finally,
a fully connected (FC) layer is connected to generate a deep
representation. The details of the feature extractor are shown
in Table I.

2) Classifier: To decode the deep representations from the
feature extractor, we propose a simple yet efficient classifier
with FC layers. Especially, the classifier consists of two FC
layers, which is followed by a softmax function to transform
the network predictions into class labels. The architecture
details of the classifier are presented in Table I. Note that
the conditional distributions from source and target domains
may also be mismatched due to the subject’s mental state,
namely, P(Y s |Xs) �= P(Y t |Xt ). Therefore, the classification
performance may be deteriorated if the classifier trained only
with the source domain is applied to target data directly.
To address this issue, we consider the conditional distribu-
tion inconsistency and utilize the labeled features from both
domains to train a robust classifier. If the true labels of target
data are absent, we can turn to a pseudolabel strategy [10],
which first estimates the pseudolabels of target data under the
assumption of P(Y s |Xs) ≈ P(Y t |Xt ) and then updates the
parameters of the classifier with the annotated source data and
target data with pseudolabels.

3) Domain Discriminator: This module is essential in our
method, which offers the ability to leverage data from other
subjects in the target domain. Inspired by the generative adver-
sarial network (GAN) [41], we design the adversarial learning
process with the feature extractor and domain discriminator
components. During the learning process, the discriminator
distinguishes the features learned from which domain; at
the same time, the feature extractor learns to map the EEG
input from both domains into a latent common space. Finally,
the feature extractor is able to fool the discriminator such
that the domain discriminator fails to distinguish the origin of
the extracted features. In this way, the marginal distribution
discrepancy of the latent features is alleviated so that the
learned features from both domains can be used to train
the same classifier. For implementation, the discriminator is
trained on a binary domain label set Z = {0, 1}, in which the
domain label is 1 for target data and 0 for the source samples.
As shown in Fig. 1, the domain discriminator consists of four
FC layers with size of 64, 32, 16, and 1, respectively. The
activation function is set to relu for the first three layers and
sigmoid for the last layer to output a probability for binary
prediction.

C. Loss Function

The proposed method jointly optimizes the feature extrac-
tor, classifier, and domain discriminator. To be specific, we
iteratively train these three modules in two alternative steps
and update the parameters according to the chain rule in
deep learning methods. At each iteration, we first update
the parameters of the domain discriminator, fix the feature
extractor and classifier, and then fix the domain discriminator
and update the parameters of both the feature extractor and
classifier. During training, several loss functions are adopted
to measure the difference between network predictions and the
given ground truth, which is demonstrated as follows.

For the domain discriminator, it regards the features from
source data as fake samples while those from target data as real
samples. The domain adaptation operations are carried on the
deep representation space generated by the feature extractor.
Based on LS-GAN [42], we adopt a least squared adversarial
loss to update the discriminator, whose formulation is given
as follows:
min

D
LD = 1

2
Exs ∼Ds |D(F(xs))−a|2+1

2
Ext ∼Dt |D(F(x t))−b|2

(4)

where F(·) denotes the feature extractor and D(·) is the
domain discriminator. F(xs) and F(x t) denote the latent
features of Ds and Dt , respectively, from the feature extractor.
In addition, we choose a = 0 to state that F(xs) comes from
the source domain and b = 1 for F(x t) from the target domain.

To reduce the distribution discrepancy, the feature extractor
plays a minimax game with the domain discriminator. Based
on the feedback of the discriminator, the feature extractor
aims to narrow the feature distribution gap between the source
and the target domains and, finally, fool the discriminator
with a similar feature distribution across domains. Therefore,
the adversarial loss for updating the feature extractor F is
formulated as

min
F

Ladv = 1

2
Exs ∼Ds |D(F(xs)) − c|2 (5)

where c = 1. With this adversarial loss, it would lead to a
balanced status that the feature extractor finally generates the
latent features that are indistinguishable from any domain. In
this way, the source data have a similar feature distribution to
the target domain such that it can be safely used to train a
robust classifier for the target domain.

For the classification, we employ a cross entropy loss to
minimize the difference between predictions of model M and
corresponding ground truth with

minLcls = −Ex∼Ds ∪Dt

cls∑
k=1

�(y==k) log(M(x)) (6)

where � is the indicator function, which is set to be 1 if the
condition y == k is satisfied or 0 if not.

It is also well-known that the MI EEG series may vary
from session to session even for the same subject, which
makes the EEG classification a challenging problem. To tackle
this problem, we further study the latent features and employ
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a center loss [12] to minimize the intraclass variation and
maximize the interclass distance at the same time with

minLct = 1

2
Ext ∼Dt ‖F(x t) − cyt ‖2

2 (7)

where cyt ∈ R
d denotes the yt th class center of deep repre-

sentation of the target data. Note that the center loss is only
applied to the target features since we are more concerned
about the classification of the target domain.

Finally, the objective function to jointly update the feature
extractor and the classifier is formulated as

minL = ωclsLcls + ωadvLadv + ωctLct (8)

where ωcls, ωadv, and ωct are weights for the classification loss,
adversarial loss, and center loss, respectively.

IV. EXPERIMENTS

In this section, we extensively validate the proposed method
on EEG-based MI classification in the context of BCI. First,
we introduce two public EEG data sets used in the following
experiments, Data set IIa and Data set IIb of BCI Competi-
tion IV for multiclass and binary classification, respectively.
Second, since we are not aware of any existing end-to-end
deep learning method with domain adaptation for the MI task,
we compare our method with several state-of-the-art methods
that demonstrate satisfactory performance on these two data
sets. Finally, we perform an ablation study of the proposed
method with respect to the model hyperparameters, namely,
different types of adversarial loss as well as the corresponding
weights of different loss terms.

A. Data Description

1) Data Set IIa of BCI Competition IV: The data set1 [40]
contains 22-channel EEG signals from nine subjects (refer to
A01–A09). The sampling rate of the signals is 250 Hz. The
data were collected on four different MI tasks, including the
left hand, right hand, tongue, and both feet. For each subject,
two sessions of data were collected with 288 trials (72 trials
per MI task) for each session. Here, the MI data in the first
session were used for training, and those in the second session
were used for the test. Note that the temporal segment of [2,
6] second is considered in our experiments.

2) Data Set IIb of BCI Competition IV: The data set2 [45]
records three bipolar-channel EEG signals from nine subjects,
namely, B01–B09 involving left hand and right hand MI
activities. The sampling rate is 250 Hz. For each subject, five
sessions were collected. The data in the first three sessions
were used for training and the rest were used for tests. There
are about 400 trials and 320 trials in the training and test sets,
respectively. We use the temporal segment of [3, 7] s in our
experiments.

1http://www.bbci.de/competition/iv/#dataset2a
2http://www.bbci.de/competition/iv/#dataset2b

B. Experiment Settings

Our approach is implemented with the TensorFlow library
in Python with an Intel Core I7 CPU and a Tesla P40 GPU.
For these two data sets, all the EEG channels are utilized
for classification, and the three electrooculography (EOG)
channels are directly discarded without any artifact removing
operation. We train our DNNs with Adam optimizer [46],
which has a learning rate of 0.0002. The loss weights ωcls,
ωadv, and ωct in (8) are set as 1, 1, and 0.5, respectively,
in the experiments for both data sets IIa and IIb of BCI
Competition IV. The network parameters are updated by a
minibatch with a size of 64 in each training iteration. We
early terminate the training if no improvement in the training
set is observed in ten iterations to avoid overfitting. Note that
the training and test sets are split according to the competition
guideline [40], making the comparison fair for all methods.

Since there is no end-to-end deep learning method with
domain adaptation for the MI task, to demonstrate the advan-
tage of our method, we compare our method with the follow-
ing state-of-the-art methods, including the winner algorithm
for both data sets (FBCSP [40]), matrix-form EEG classi-
fiers (SMM [20], SSMM [21]), two deep-learning models
(MI-CNN [33], and ConvNet [29]), as well as two domain
adaptation methods (CCSP [44] and SSCSP [35]). We also
compare with the methods that have achieved competitive per-
formance on either of the two data sets, including C2CM [25],
BO [43], HSS-ELM [31] for data set IIa, and TLCSD [34] for
data set IIb. For a fair comparison, we either list the results of
the compared methods from previous publications or fine-tune
all the parameters and present their best performance. For
evaluation metrics, we employ the classification accuracy as
well as kappa value (κ), which takes account of the accuracy
occurring by chance and is denoted as

κ = acc − p0

1 − p0
(9)

where acc denotes the classification accuracy and p0 is the
accuracy of random guess.

C. Experimental Results Analysis

We first evaluate different algorithms on data set IIa of BCI
Competition IV and present the classification accuracy on each
subject and mean accuracy (kappa) values in Table II. For
a clear illustration, the highest accuracy or kappa values are
highlighted in boldface. The results show that the proposed
method has superior performance in both mean accuracy and
kappa values. The deep learning methods, including ConvNet,
C2CM, and ours, outperform the traditional methods, such
as FBCSP. It indicates that the DNNs are able to learn the
discriminative features for classification. On the contrary, both
traditional feature extraction methods with domain adaptation
(CCSP and SSCSP), have inferior classification performance.
This may result from the strong prior assumptions of the
data. For example, CCSP assumes that the spatial filter of
different subjects should be as close as possible and estimates
the covariance matrix by shrinking it toward the mean of
other subjects. Similarly, SSCSP investigates the shared global
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TABLE II

CLASSIFICATION ACCURACY (IN PERCENTAGE %) OF DIFFERENT ALGORITHMS ON DATA SET IIA OF BCI COMPETITION IV

TABLE III

CLASSIFICATION ACCURACY (IN PERCENTAGE %) OF DIFFERENT ALGORITHMS ON DATA SET IIB OF BCI COMPETITION IV

subspace and removes the principal nonstationary subspace
common to most subjects before CSP computation. These
assumptions are merely held in real applications since EEG
data are nonstationary and changed from subject to subject.
In addition, almost all compared methods, including FBCSP,
SMM, C2CM, BO, CCSP, and SSCSP, separately optimize
the feature extraction and classification by minimizing dif-
ferent objective functions. The extracted features may not
be optimized for the subsequent classification. Therefore, our
method, which not only learns the discriminative features and
classifiers in an end-to-end optimization paradigm but also
leverages information from other domains with an adversarial
learning scheme, can achieve the best performance. Note that
though C2CM also achieves promising performance, it fine-
tunes the deep architecture parameters for each subject, such
as kernel size and hidden nodes, while ours holds the same
model architecture and parameters, making it practical for real
online BCI applications.

We further test our method on data set IIb of BCI Com-
petition IV. The results of classification accuracy on each
subject with an average score of accuracy (kappa) are reported
in Table III.3 As is shown, our method obtains the highest
classification accuracy rates on almost all the subjects and
also achieves the highest average accuracy/kappa values com-
pared with other methods. It indicates that CNN with domain
adaptation in an end-to-end paradigm is effective for EEG
classification. The domain adaption realized by adversarial
learning is able to pull the data distribution from different

3Since there is no released code for C2CM yet and it is difficult to reproduce,
we do not compare our method with C2CM on this data set.

subjects close to each other without any strong assumptions.
Therefore, the important information of EEG data from the
source domain (other subjects) can be exploited when training
a discriminative classifier for the target domain (a specific
subject). We also notice that, taking FBCSP as a baseline,
the techniques with handcrafted features, such as SMM and
SSMM, outperform FBCSP on data set IIa but are beaten on
data set IIb. It shows that the handcrafted features extracted
with expert knowledge may not have enough generalization
ability. It again validates the efficacy and robustness of our
method.

D. Ablation Study

We conduct the following experiments to study the parame-
ter settings and demonstrate the significance of the adversarial
loss and the center loss used in the proposed method. In
addition, we also evaluate the pseudolabel strategy when the
labels in the target domain are absent. Note that to reduce the
randomness, we conduct all the experiments in five times and
record the mean accuracy and mean kappa values.

1) Adversarial Loss: Table IV shows the performance of
our approach on data set IIa of BCI Competition IV with
different adversarial loss settings. When the weight of adver-
sarial loss ωadv is set to be 0, our method degenerates to an
end-to-end DNN without domain adaptation module, namely,
the domain discriminator in Fig. 1 is excluded from the model.
We first only feed in the target data from Dt to tailor the
feature extractor and classifier to the target subject. As is
shown, the overall performance (mean accuracy: 61.18%) is
inferior compared with those (e.g., FBCSP mean accuracy:
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TABLE IV

EEG CLASSIFICATION PERFORMANCE OF MODELS TRAINED WITH DIFFERENT ADVERSARIAL LOSS FUNCTIONS AND WEIGHTS ωADV

ON DATA SET IIA OF BCI COMPETITION IV WITH ωCLS = 1 AND ωct = 0

TABLE V

PERFORMANCE OF OUR METHOD WITH DIFFERENT WEIGHTS OF CENTER LOSS ωct ON DATA SET IIA OF BCI COMPETITION IV
WITH ωCLS = 1, ωADV = 0 FOR w/o DA, AND ωADV = 1 FOR DA

67.75%) listed in Table II. Interestingly, it is observed that
the performance suffers from serious degradation for those
subjects whose EEG signals have a poor signal-to-noise ratio
(SNR) (e.g. A02, A05, and A06), while, for the rest subjects
(A01, A03, A04, and A07–A09), the average accuracy of
our method has a competitive advantage against those of
the other state-of-the-art methods (77.30% versus FBCSP:
75.50%). It illustrates that for the subject with high SNR
EEG signals, our deep model can achieve satisfactory results
with little training data, while, for those with EEG data of
poor quality, more data may be needed to train a reliable
classifier. To augment the data, we are motivated to train a
subject-independent classifier with all data from Ds and Dt

and report the classification accuracy as “Ds +Dt ” in Table IV.
Though it improves the performance of A04 and A05 obvi-
ously, the mean accuracy drops to 59.58%. Thus, it shows that
indiscriminately gathering samples from multiple subjects is
inefficient due to the distribution shift of different subjects.
Moreover, we also fine-tune the deep model pretrained on
the source data using the target data for each subject and
report the results in Table IV. Though the fine-tuning method
significantly outperforms those in both the abovementioned
scenarios, there is still an obvious gap between it and our
method with an adversarial loss. It, in turn, validates that the
proposed method with the domain discriminator is able to
narrow the distribution discrepancy and leverage the useful
information from source data to improve the classification
performance.

We also investigate the influence of two adversarial losses,
namely, vanilla GAN loss [41] versus LS-GAN loss [42], and
show the results of different settings of ωadv in Table IV. It

is observed that for the vanilla loss, with the increase in ωadv,
the accuracy rates also increase, demonstrating that taking into
account the EEG data from multiple subjects in an appropriate
way is helpful. When ωadv is larger than the optimal value and
continues to increase, the classification accuracy decreases.
This is because when ωadv is too large, the latent features
from both domains tend to be the same, and some additional
information from the source domain would be discarded.
Similar trends also occur in the case of the LS-GAN loss.
In addition, the overall performance of the proposed method
with the LS-GAN loss is consistently better than that with the
vanilla GAN loss. Therefore, we select the LS-GAN loss and
set ωadv to be 1.

2) Center Loss: We finally investigate the influence of the
center loss with different weights on data set IIa of BCI
Competition IV and display the performance in Table V. Two
different scenarios are considered where “w/o DA” stands
for the models trained on data Dt and “DA” represents the
models trained on data Dt +Ds with domain adaptation. When
ωct = 0, the center loss is inactive, and our method does not
consider the intrasubject nonstationarity. It is observed that
when ωct �= 0, the classification accuracy increases for both
scenarios, especially for the model “w/o DA”, improving from
0.6118 to 0.6414. The improvement is much more significant
for the subjects with signals of low quality, e.g., A02 yields a
rise of 11% in the accuracy. This observation suggests that the
center loss is able to handle the intraclass variations caused
by low SNR or nonstationary signals within a single subject,
thus making the features learned more discriminative. For a
clear illustration, we further employ the t-SNE method [47]
and visualize the feature distribution of two randomly selected

Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on September 04,2020 at 02:41:18 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ZHAO et al.: DRDA FOR NONSTATIONARY EEG CLASSIFICATION 9

Fig. 2. Visualization of feature distribution by t-SNE [47]. (a) Without the center loss (ωct = 0). (b) With the center loss (ωct = 0.5).

TABLE VI

CLASSIFICATION ACCURACY (IN PERCENTAGE %) OF MODEL TRAINED WITH THE PSEUDOLABEL STRATEGY ON
DATA SET IIA OF BCI COMPETITION IV

subjects A04 and B05 from these two data sets, respectively,
in Fig. 2. In fact, similar phenomena also occur in other
subjects. It also reveals that if without the center loss, the latent
features are more scattered and of large entropy. On the
contrary, with the help of the center loss, the features are more
discriminative, with smaller intraclass distances and larger
interclass boundaries. Thus, it leads to better classification
performance. Empirically, the center loss weight ωct is set to
0.5 for our final model.

3) Pseudolabel Strategy: When the labels of target data
are absent, we propose a pseudolabel strategy to predict the
target labels for domain adaptation. If without the estimated
target labels, the center loss would be deactivated, and our
method would degrade to an unsupervised domain adaptation
method. If the target data are also absent, the domain adap-
tation would be dysfunctional, and our method would further
degrade to the one trained with only the annotated source data
(SourceCNN). Thus, to evaluate the pseudolabel strategy in
our method, we compare the performance of the pseudolabel
strategy, unsupervised domain adaptation, and SourceCNN.
Table VI displays the performance of these three models.
The results show that our pseudolabel strategy achieves the
highest classification accuracy, while SourceCNN obtains the
lowest one. It indicates that the classifiers trained directly on
the source data have poor generation capability on the target
domain. On the contrary, our pseudolabel strategy is capable

to improve the target domain classification by leveraging
additional information from the source data.

V. CONCLUSION

In this article, we proposed a deep end-to-end domain adap-
tation method to handle the EEG-based MI classification task,
which improves the performance of the subject-dependent
classifier by leveraging the useful information from the source
domain. To alleviate the distribution discrepancy between
the source and target domains, a domain discriminator is
engaged to narrow the covariate shift with an adversarial
learning strategy. In this way, the features generated from
the source domain have a similar distribution to those from
the target domain. In addition, a center loss is introduced
to learn invariant features, which reduces the intrasubject
nonstationarity by minimizing the feature distance of the same
class and maximizing the boundary of different categories.
Therefore, we can make good use of the source data to learn
the discriminative features and train a robust classifier with
better generalization for the target domain. We have conducted
extensive experiments, and the results show that the proposed
approach is effective to identify motor intention from EEG
signals and outperforms state-of-the-art methods. Moreover,
it also shows empirically that the proposed adversarial loss and
the center loss are able to significantly reduce the intersubject
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and intrasubject nonstationarity, which can be extended to
other BCI applications.
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